**LAB - 06**

**AIM:**  To develop a program in R language to implement KNN Classifier.

**TOOL USED:**

1. R(Programming Language)
2. RStudio

**THEORY:**

The k-nearest neighbors (KNN) algorithm is a simple, easy-to-implement supervised machine learning algorithm that can be used to solve both classification and regression problems. KNN algorithms use data and classify new data points based on similarity measures (e.g. distance function). The KNN algorithm assumes that similar things exist in close proximity. In other words, similar things are near to each other. K-NN is a **non-parametric algorithm**, which means it does not make any assumption on underlying data. It is also called a **lazy learner algorithm** because it does not learn from the training set immediately instead it stores the dataset and at the time of classification, it performs an action on the dataset. KNN algorithm at the training phase just stores the dataset and when it gets new data, and then it classifies that data into a category that is much similar to the new data.

## **Advantages of KNN Algorithm:**

## It is very simple algorithm to understand and interpret.

## It is very useful for nonlinear data because there is no assumption about data in this algorithm.

## It is a versatile algorithm as we can use it for classification as well as regression.

## It has relatively high accuracy but there are much better supervised learning models than KNN.

## **Disadvantages of KNN Algorithm:**

* It is computationally a bit expensive algorithm because it stores all the training data.
* High memory storage required as compared to other supervised learning algorithms.
* Prediction is slow in case of big N.
* It is very sensitive to the scale of data as well as irrelevant features.

**DATASET:**

For this Iris dataset is used.

**Table 6.1: Iris Dataset**

**Sepal.Length Sepal Width Petal Length Petal Width Species**

1 5.1 3.5 1.4 0.2 setosa

2 4.9 3.0 1.4 0.2 setosa

3 4.7 3.2 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5.0 3.6 1.4 0.2 setosa

…

74 6.1 2.8 4.7 1.2 versicolor

75 6.4 2.9 4.3 1.3 versicolor

76 6.6 3.0 4.4 1.4 versicolor

…

146 6.7 3.0 5.2 2.3 virginica

147 6.3 2.5 5.0 1.9 virginica

148 6.5 3.0 5.2 2.0 virginica

149 6.2 3.4 5.4 2.3 virginica

150 5.9 3.0 5.1 1.8 virginica

**PROGRAM:**

# Installing Packages

install.packages("e1071")

install.packages("caTools")

install.packages("class")

# Loading package

library(e1071)

library(caTools)

library(class)

# Loading data

data(iris)

head(iris)

# Splitting data into train

# and test data

split <- sample.split(iris, SplitRatio = 0.7)

train\_cl <- subset(iris, split == "TRUE")

test\_cl <- subset(iris, split == "FALSE")

# Feature Scaling

train\_scale <- scale(train\_cl[, 1:4])

test\_scale <- scale(test\_cl[, 1:4])

# Fitting KNN Model

# to training dataset

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 1)

classifier\_knn

# Confusiin Matrix

cm <- table(test\_cl$Species, classifier\_knn)

cm

# Model Evaluation - Choosing K

# Calculate out of Sample error

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

# K = 3

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 3)

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

# K = 5

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 5)

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

# K = 7

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 7)

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

# K = 15

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 15)

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

# K = 19

classifier\_knn <- knn(train = train\_scale,

                      test = test\_scale,

                      cl = train\_cl$Species,

                      k = 19)

misClassError <- mean(classifier\_knn != test\_cl$Species)

print(paste('Accuracy =', 1-misClassError))

**OUTPUT:**

classifier\_knn

setosa versicolor virginica

setosa 20 0 0

versicolor 0 19 1

virginica 0 1 19

**Table 6.2: Accuracy of Model for various value of K**

|  |  |
| --- | --- |
| **K** | **Accuracy** |
| 1 | 0.9666 |
| 3 | 0.9333 |
| 5 | 0.9666 |
| 7 | 0.9666 |
| 15 | 0.9333 |
| 19 | 0.9 |

**LAB - 07**

**AIM:**  To develop a program in R language to implement Multiple Linear Regression Model.

**TOOL USED:**

1. R(Programming Language)
2. RStudio

**THEORY:**

It’s a formof linear regression that is used when there are two or more predictors. Multiple linear regression refers to a statistical technique that is used to predict the outcome of a variable based on the value of two or more variables. It is sometimes known simply as multiple regression, and it is an extension of linear regression. The variable that we want to predict is known as the dependent variable, while the variables we use to predict the value of the [dependent variable](https://corporatefinanceinstitute.com/resources/knowledge/terms/dependent-variable/) are known as independent or explanatory variables.

The probabilistic model that includes more than one independent variable is called **multiple regression models**. The general form of this model is:

![Multiple Linear Regression - Formula](data:image/png;base64,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)

Where:

yi​ is the dependent or predicted variable

β0 is the y-intercept, i.e., the value of y when both xi and x2 are 0.

β1 and β2 are the regression coefficients representing the change in y relative to a one-unit change in xi1 and xi2, respectively.

βp is the slope coefficient for each independent variable

ϵ is the model’s random error (residual) term.

**PROGRAM:**

Year <- c(2017,2017,2017,2017,2017,2017,2017,2017,2017,2017,2017,2017, 2016,2016,2016,2016,2016,2016,2016,2016,2016,2016,2016,2016)

Month <- c(12, 11,10,9,8,7,6,5,4,3,2,1,12,11,10,9,8,7,6,5,4,3,2,1)

Interest\_Rate <- c(2.75,2.5,2.5,2.5,2.5,2.5,2.5,2.25,2.25,2.25,2,2,2,1.75,1.75,1.75, 1.75,1.75,1.75,1.75,1.75,1.75,1.75,1.75)

Unemployment\_Rate <- c(5.3,5.3,5.3,5.3,5.4,5.6,5.5,5.5,5.5,5.6,5.7,5.9,6,5.9,5.8,6.1, 6.2,6.1,6.1,6.1,5.9,6.2,6.2,6.1)

Stock\_Index\_Price <- c(1464,1394,1357,1293,1256,1254,1234,1195,1159,1167, 1130,1075,1047,965,943,958,971,949,884,866,876,822,704,719)

plot(x=Interest\_Rate, y=Stock\_Index\_Price)

plot(x=Unemployment\_Rate, y=Stock\_Index\_Price)

 model <- lm(Stock\_Index\_Price ~ Interest\_Rate + Unemployment\_Rate)

 summary(model)

**OUTPUT:**

Call:

lm(formula = Stock\_Index\_Price ~ Interest\_Rate + Unemployment\_Rate)

Residuals:

Min 1Q Median 3Q Max

-158.205 -41.667 -6.248 57.741 118.810

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 1798.4 899.2 2.000 0.05861 .

Interest\_Rate 345.5 111.4 3.103 0.00539 \*\*

Unemployment\_Rate -250.1 117.9 -2.121 0.04601 \*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 70.56 on 21 degrees of freedom

Multiple R-squared: 0.8976, Adjusted R-squared: 0.8879

F-statistic: 92.07 on 2 and 21 DF, p-value: 4.043e-11

**LAB - 08**

**AIM:**  To develop a program in R language to implement Logistic Regression Model.

**TOOL USED:**

1. R(Programming Language)
2. RStudio

**THEORY:**

Logistic regression is also known as Binomial logistic regression. It is based on sigmoid function where output is probability and input can be from -infinity to + infinity. Logistic regression is used when the dependent variable is binary(0/1, True/False, Yes/No) in nature. Logistic regression is also known as generalized linear model. As it is used as a classification technique to predict a qualitative response, Value of y ranges from 0 to 1 and can be represented by following equation:

**Odd = P/1-P.**

P is probability of characteristic of interest. The odds ratio is defined as the probability of success in comparison to the probability of failure.

**DATASET:**

**Table 8.1: MTCARS Dataset**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **model** | **mpg** | **cyl** | **disp** | **hp** | **drat** | **wt** | **qsec** | **vs** | **am** | **gear** | **carb** |
| Mazda RX4 | 21 | 6 | 160 | 110 | 3.9 | 2.62 | 16.46 | 0 | 1 | 4 | 4 |
| Mazda RX4 Wag | 21 | 6 | 160 | 110 | 3.9 | 2.875 | 17.02 | 0 | 1 | 4 | 4 |
| Datsun 710 | 22.8 | 4 | 108 | 93 | 3.85 | 2.32 | 18.61 | 1 | 1 | 4 | 1 |
| Hornet 4 Drive | 21.4 | 6 | 258 | 110 | 3.08 | 3.215 | 19.44 | 1 | 0 | 3 | 1 |
| Hornet Sportabout | 18.7 | 8 | 360 | 175 | 3.15 | 3.44 | 17.02 | 0 | 0 | 3 | 2 |

**PROGRAM:**

#Installing the package

install.packages("dplyr")

install.packages("caTools")    # For Logistic regression

install.packages("ROCR")       # For ROC curve to evaluate model

# Loading package

library(dplyr)

library(caTools)

library(ROCR)

  # Summary of dataset in package

summary(mtcars)

  # Splitting dataset

split <- sample.split(mtcars, SplitRatio = 0.8)

split

train\_reg <- subset(mtcars, split == "TRUE")

test\_reg <- subset(mtcars, split == "FALSE")

# Training model

logistic\_model <- glm(vs ~ wt + disp,

                      data = train\_reg,

                      family = "binomial")

logistic\_model

# Summary

summary(logistic\_model)

# Predict test data based on model

predict\_reg <- predict(logistic\_model,

                       test\_reg, type = "response")

predict\_reg

# Changing probabilities

predict\_reg <- ifelse(predict\_reg >0.5, 1, 0)

# Evaluating model accuracy

# using confusion matrix

table(test\_reg$vs, predict\_reg)

   missing\_classerr <- mean(predict\_reg != test\_reg$vs)

print(paste('Accuracy =', 1 - missing\_classerr))

   # ROC-AUC Curve

ROCPred <- prediction(predict\_reg, test\_reg$vs)

ROCPer <- performance(ROCPred, measure = "tpr", x.measure = "fpr")

  auc <- performance(ROCPred, measure = "auc")

auc <- auc@y.values[[1]]

auc

 # Plotting curve

plot(ROCPer)

plot(ROCPer, colorize = TRUE,

     print.cutoffs.at = seq(0.1, by = 0.1),

     main = "ROC CURVE")

abline(a = 0, b = 1)

auc <- round(auc, 4)

legend(.6, .4, auc, title = "AUC", cex = 1)

**OUTPUT:**

**Logistic model**

Call: glm(formula = vs ~ wt + disp, family = "binomial", data = train\_reg)

Coefficients:

(Intercept) wt disp

3.65725 0.50755 -0.02638

Degrees of Freedom: 23 Total (i.e. Null); 21 Residual

Null Deviance: 33.27

Residual Deviance: 17.64 AIC: 23.64

**Summary Logistic model**

Call: glm(formula = vs ~ wt + disp, family = "binomial", data = train\_reg)

Deviance Residuals:

Min 1Q Median 3Q Max

-1.7280 -0.4454 0.1462 0.5425 1.8519

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 3.65725 3.20933 1.140 0.254

wt 0.50755 1.74052 0.292 0.771

disp -0.02638 0.01611 -1.638 0.102

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 33.271 on 23 degrees of freedom

Residual deviance: 17.638 on 21 degrees of freedom

AIC: 23.638

Number of Fisher Scoring iterations: 6

**Predicted Test data on model**

Hornet Sportabout Duster 360 Merc 280C Lincoln Continental

0.01642104 0.01752145 0.72757938 0.00325796

Fiat 128 Dodge Challenger Porsche 914-2 Ford Pantera L

0.93690626 0.05001231 0.82781339 0.01812313

**Confusion matrix** (predict\_reg)

0 1

0 5 1

1 0 2
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**Fig. 8.1: ROC Curve for TPR and FPR**

**LAB - 09**

**AIM:**  1. Develop a program in PYTHON to read a Dataset in EXCEL / CSV and display its properties.

2. Develop a program in PYTHON to implement Naïve Bayesian (NB) Classifier.

**TOOL USED:**

1. Python (Programming Language)
2. Anaconda

**THEORY:**

Python provides us with three functions to read data from a text file:

1. **read(n)** – This function reads n bytes from the text files or reads the complete information from the file if no number is specified. It is smart enough to handle the delimiters when it encounters one and separates the sentences
2. **readline(n)** – This function allows you to read n bytes from the file but not more than one line of information
3. **readlines()** – This function reads the complete information in the file but unlike **read()**, it doesn’t bother about the delimiting character and prints them as well in a list format

**PROGRAM:**

1. **Using CSV**

import csv

# csv file name

filename = "kddcup\_data\_10\_percent\_corrected.csv"

# initializing the titles and rows list

fields = []

rows = []

# reading csv file

with open(filename, 'r') as csvfile:

# creating a csv reader object

csvreader = csv.reader(csvfile)

# extracting field names through first row

fields = next(csvreader)

# extracting each data row one by one

for row in csvreader:

rows.append(row)

# get total number of rows

print("Total no. of rows: %d"%(csvreader.line\_num))

# printing the field names

print('Field names are:' + ', '.join(field for field in fields))

# printing first 5 rows

print('\nFirst 5 rows are:\n')

for row in rows[:5]:

# parsing each column of a row

for col in row:

print("%10s"%col),

print('\n')

1. **Using Pandas**

import pandas as pd

data = pd.read\_excel("Computer Status.xlsx")

print("##### Printing the Data Set : #####")

print(data)

print("\n \n \n ##### Printing the Top 5 Rows of Data Set : #####")

print(data.head())

print("\n \n \n ##### Columns as List : #####")

print(data.columns.ravel())

spcol = pd.read\_excel("Computer Status.xlsx", usecols=['RAM', 'LAB'])

print("\n \n \n ##### Reading Data from Specific Columns of EXCEL File and Printing it :#####")

print(spcol)

brdataall = (data['Branch'].tolist())

print("\n \n \n ##### Data of Branch Column : #####")

print(brdataall)

**OUTPUT:**

1. **Using Excel**

Total no. of rows: 494022

Field names are:duration, protocol\_type, service, flag, src\_bytes, dst\_bytes, land, wrong\_fragment, urgent, hot, num\_failed\_logins, logged\_in, num\_compromised, root\_shell, su\_attempted, num\_root, num\_file\_creations, num\_shells, num\_access\_files, num\_outbound\_cmds, is\_host\_login, is\_guest\_login, count, srv\_count, serror\_rate, srv\_serror\_rate, rerror\_rate, srv\_rerror\_rate, same\_srv\_rate, diff\_srv\_rate, srv\_diff\_host\_rate, dst\_host\_count, dst\_host\_srv\_count, dst\_host\_same\_srv\_rate, dst\_host\_diff\_srv\_rate, dst\_host\_same\_src\_port\_rate, dst\_host\_srv\_diff\_host\_rate, dst\_host\_serror\_rate, dst\_host\_srv\_serror\_rate, dst\_host\_rerror\_rate, dst\_host\_srv\_rerror\_rate, class.

First 5 rows are:

0,tcp,http,SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0,0,0,0,1,0,0,9,9,1,0,0.11,0,0,0,0,0,normal.

0,tcp,http,SF,239,486,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0,0,0,0,1,0,0,19,19,1,0,0.05,0,0,0,0,0,normal.

0,tcp,http,SF,235,1337,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0,0,0,0,1,0,0,29,29,1,0,0.03,0,0,0,0,0,normal.

0,tcp,http,SF,219,1337,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,6,6,0,0,0,0,1,0,0,39,39,1,0,0.03,0,0,0,0,0,normal.

0,tcp,http,SF,217,2032,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,6,6,0,0,0,0,1,0,0,49,49,1,0,0.02,0,0,0,0,0,normal.

**2. Using Panda**

##### Printing the Data Set : #####

S.\nNo. System No. MotherBoard Company RAM \

0 21 Sys No 21 Intel NaN 4-GB DDR-III

1 22 Sys No 22 Intel NaN 4-GB DDR-III

2 23 Sys No 23 Intel NaN 4-GB DDR-III

3 24 Sys No 24 Intel NaN 4-GB DDR-III

4 25 Sys No 25 Intel NaN 4-GB DDR-III

.. ... ... ... ... ...

530 26 Sys No 26 ASUS Beetel 2-GB DDR-III

531 27 Sys No 27 ASUS Beetel 2-GB DDR-II

532 28 Sys No 28 ASUS Beetel 1-GB DDR-II

533 29 Sys No 29 ASUS Beetel 1-GB DDR-II

534 30 Sys No 30 ASUS Beetel 1-GB DDR-II

Processor HardDisk Monitor Keyboard \

0 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP

1 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP

2 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP

3 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP

4 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP

.. ... ... ... ...

530 Pentium D 2.60 GHz 160-GB(sata) 17"" LCD Acer Logitech K200

531 Pentium D 2.20 GHz 250-GB(sata) 17"" LCD Acer Logitech K200

532 Pentium D 2.60 GHz 160-GB(sata) 17"" LCD Acer HCL

533 Pentium D 2.70 GHz 160-GB(sata) 17"" LCD Acer Logitech K200

534 Pentium D 2.60 GHz 160-GB(sata) 17"" LCD AOC Logitech K201

##### Printing the Top 5 Rows of Data Set : #####

S.\nNo. System No. MotherBoard Company RAM \

0 21 Sys No 21 Intel NaN 4-GB DDR-III

1 22 Sys No 22 Intel NaN 4-GB DDR-III

2 23 Sys No 23 Intel NaN 4-GB DDR-III

3 24 Sys No 24 Intel NaN 4-GB DDR-III

4 25 Sys No 25 Intel NaN 4-GB DDR-III

Processor HardDisk Monitor Keyboard Mouse \

0 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP HP

1 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP Intex

2 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP HP

3 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP HP

4 Intel®Core I3 2.90GHz 500-GB(sata) 17"" LCD HP HP HP

##### Columns as List : #####

['S.\nNo.' 'System No.' 'MotherBoard' 'Company' 'RAM' 'Processor'

'HardDisk' 'Monitor' 'Keyboard' 'Mouse' 'CPU Sr.No.' 'Lab' 'Unnamed: 12'

'Unnamed: 13' 'Unnamed: 14']

##### Reading Data from Specific Columns of EXCEL File and Printing it :#####

RAM Lab

0 4-GB DDR-III 1

1 4-GB DDR-III 1

2 4-GB DDR-III 1

3 4-GB DDR-III 1

4 4-GB DDR-III 1

.. ... ...

530 2-GB DDR-III CE-17

531 2-GB DDR-II CE-17

532 1-GB DDR-II CE-17

533 1-GB DDR-II CE-17

534 1-GB DDR-II CE-17

[535 rows x 2 columns]

##### Data of Mouse Column : #####

['HP', 'Intex', 'HP', 'HP', 'HP', 'HP', 'HP', 'Logitec', 'HP', 'Logitec', 'Logitec', 'Logitec', 'Wipro', 'Wipro', 'Wipro', 'Wipro', nan, 'Wipro', 'Wipro', 'Wipro', nan, 'Wipro', 'Wipro', 'Wipro', 'HCL', 'Wipro', 'HCL', nan, nan, nan, 'HP', 'HP', 'Wipro', 'HP', 'Wipro', 'Wipro', 'Wipro', nan, nan, nan, 'Logitech', nan, 'HCL', 'Logitech', 'Logitech', 'Logitech', 'Intex', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', nan, 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Dell', 'Logitech', nan, 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'HCL', 'Logitech', 'Logitech', 'HP', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'HCL', 'Logitech', 'Logitech', 'Logitech', 'Logitech', nan, 'Logitech', 'Logitech', 'Logitech', 'Logitech', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'HCL', 'Logitec', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'Logitec', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'HCL', 'HCL', nan, 'HP', 'Logitec', 'Dell', 'HCL', 'HCL', 'Dell', 'Logitec', 'HCL', 'HCL', nan, 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'HCL', 'HCL', 'HCL', 'HCL', 'HCL', 'Logitec', 'HCL', 'HCL', 'Dell', 'HCL', 'Dell', 'HCL', nan, 'HCL', 'HCL', 'Logitec', 'Logitec', 'Dell', 'HCL', 'Logitec', 'HCL', 'HCL', 'HCL', 'Wipro', 'Logitec', 'HCL', nan, 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'Logitec', 'Logitec', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', nan, 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'Logitec', 'HP', 'HP', 'Logitec', 'HP', 'Logitec', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'HP', 'Logitec', 'HP', 'HP', 'Logitec', 'HP', 'Logitec', 'Logitec', 'HP', 'HP', 'HP', 'HCL', 'HCL', 'HP', 'Logitec', 'Logitec', 'HP', 'HP'

**AIM:**  2. Develop a program in PYTHON to implement Naïve Bayesian (NB) Classifier.

**TOOL USED:**

1. Python (Programming Language)
2. Anaconda

**THEORY:**

Naive Bayes classifiers are a collection of classification algorithms based on **Bayes’ Theorem**. It is not a single algorithm but a family of algorithms where all of them share a common principle, i.e. every pair of features being classified is independent of each other.

**BAYE’s Theorem:** It is also known as BAYE‟s Rule or BAYE‟s Law or Bayesian Reasoning, which determines the Probability of an Event with Uncertain Knowledge. In Probability Theory, it relates the Conditional Probability and Marginal Probability of two Random Events. It was named after the British Mathematician „Thomas Bayes‟. The Bayesian Inference is an application of BAYE‟s Theorem, which is fundamental to Bayesian Statistics.

It computes P(B | A), when P(A | B) is already known. Let, A and B be two independent Events, then Conditional Probability of Event A with Event B already known is:

**P (A | B) = P(A ^ B) / P(B)**

It can also be represented, as:

**P(A ^ B) = P(A | B) \* P(B) ….. (1)**

Similarly, Conditional Probability of Event B with Event A already known is:

**P(B | A) = P(A ^ B) / P(A)**

It can also be represented, as:

**P(A ^ B) = P(B | A) \* P(A)….. (2)**

Equating (1) and (2), we get,

**P(A | B) = [P(B | A) \* P(A)] / P(B)**

The above equation is called BAYE‟s Rule or BAYE‟s Theorem. It shows the Relationship between Joint Probability and Conditional Probability.

**DATASET:**

**Table 9.1: Iris Dataset**

**Sepal.Length Sepal Width Petal Length Petal Width Species**

1 5.1 3.5 1.4 0.2 setosa

2 4.9 3.0 1.4 0.2 setosa

3 4.7 3.2 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5.0 3.6 1.4 0.2 setosa

…

74 6.1 2.8 4.7 1.2 versicolor

75 6.4 2.9 4.3 1.3 versicolor

76 6.6 3.0 4.4 1.4 versicolor

…

146 6.7 3.0 5.2 2.3 virginica

147 6.3 2.5 5.0 1.9 virginica

148 6.5 3.0 5.2 2.0 virginica

149 6.2 3.4 5.4 2.3 virginica

150 5.9 3.0 5.1 1.8 virginica

**PROGRAM:**

from sklearn.datasets import load\_iris

iris = load\_iris()

# store the feature matrix (X) and response vector (y)

X = iris.data

y = iris.target

# splitting X and y into training and testing sets

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.4, random\_state=1)

# training the model on training set

from sklearn.naive\_bayes import GaussianNB

gnb = GaussianNB()

gnb.fit(X\_train, y\_train)

# making predictions on the testing set

y\_pred = gnb.predict(X\_test)

# comparing actual response values (y\_test) with predicted response values (y\_pred)

from sklearn import metrics

print("Gaussian Naive Bayes model accuracy(in %):", metrics.accuracy\_score(y\_test, y\_pred)\*100)

**OUTPUT:**

Gaussian Naive Bayes model accuracy(in %): 95.0

**LAB - 10**

**AIM:**  To develop a program in PYTHON to implement Linear Regression Model.

**TOOL USED:**

1. Python (Programming Language)
2. Anaconda

**THEORY:**

**Regression:** It predicts the Value of a Dependent Variable based on the Known Value of one or more Independent Variables. It is a related technique to assess the Relationship between an Outcome Variable and one or more Risk Factors or Confounding Variables. The Outcome Variable is also called the Response Variable or Dependent Variable (Y) and the Risk Factors or Confounders are called the Predictors or Explanatory or Independent Variables (X). It is a widely used technique for evaluating multiple Independent Variables.

**Simple Linear Regression:** When there is a single Continuous Dependent Variable and a single Independent Variable, the analysis is called Simple Linear Regression Analysis. It assumes that there is a Linear Association between two Variables. The Simple Linear Regression Equation is given as:

**Y = C1 + C2 \* X**

Where, Y is the Predicted or Expected Value of the Outcome, X is the Predictor, C1 and C2 are Constants known as Y Intercept and Estimated Slope respectively. C1 and C2 are estimated from Sample Data in order to minimize the Sum of Squared Differences between the Observed and the Predicted Values of the Outcome.

**Multiple Linear Regression:** It is an extension of Simple Linear Regression Analysis, used to assess the Association between two or more Independent Variables and a single Continuous Dependent Variable. The Multiple Linear Regression Equation is given, as:

**Y = C0 + C1 \* X1 + C2 \* X2 + C3 \* X3 + ----- + CP \* XP**

**Logistic Regression:** It is a popular and widely used analysis, similar to Linear Regression except that the Outcome is Dichotomous (Success / Failure or Yes / No or True / False). Simple Logistic Regression Analysis refers to the Regression application with one Dichotomous Outcome and one Independent Variable. Multiple Logistic Regression Analysis is applicable when there is a single Dichotomous Outcome and more than one Independent Variable.

The Outcome of Logistic Regression Analysis is often coded as 0 or 1, where „1‟ indicates that the Outcome of interest is Present and „0‟ indicates that the Outcome of interest is Absent. IF we define „P‟ as the Probability that the Outcome is „1‟, then the multiple Logistic Regression Model can be given, as:

**Z = EXP(C0 + C1 \* X1 + C2 \* X2 + ----- + CP \* XP) /**

**[1 + EXP(C0 + C1 \* X1 + C2 \* X2 + ----- + CP \* XP)]**

Where, Z is the Expected Probability that the Outcome is Present, X1, X2, ….., XP are Distinct Independent Variables and C0, C1, ….., CP are Regression Coefficients.

**DATASET:**

**Table 10.1: Dataset**

|  |  |
| --- | --- |
| ind\_var | dep\_var |
| 0 | 1 |
| 1 | 3 |
| 2 | 2 |
| 3 | 5 |
| 4 | 7 |
| 5 | 8 |
| 6 | 8 |
| 7 | 9 |
| 8 | 10 |
| 9 | 12 |
| 10 | 12 |
| 11 | 11 |
| 12 | 16 |
| 13 | 15 |
| 14 | 14 |
| 15 | 20 |
| 16 | 17 |
| 17 | 19 |
| 18 | 16 |
| 19 | 25 |
| 20 | 24 |
| 21 | 23 |
| 22 | 18 |
| 23 | 21 |
| 24 | 16 |

**PROGRAM:**

import pandas as pd

import numpy as np

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

from sklearn import metrics

dset = pd.read\_csv("DA LAB 10.csv")

print(dset.head())

xind = pd.DataFrame(dset['ind\_var'])

ydep = pd.DataFrame(dset['dep\_var'])

indtrain, indtest, deptrain, deptest = train\_test\_split(xind, ydep, test\_size = 0.2, random\_state = 1)

print("Training Data for Independent Variable : \n", indtrain)

print("Testing Data for Independent Variable : \n", indtest)

print("Training Data for Dependent Variable : \n", deptrain)

print("Testing Data for Dependent Variable : \n", deptest)

print("Shape of Training Data (Independent) : ", indtrain.shape)

print("Shape of Testing Data (Independent) : ", indtest.shape)

print("Shape of Training Data (Dependent) : ", deptrain.shape)

print("Shape of Testing Data (Dependent) : ", deptest.shape)

regmodel = LinearRegression()

regmodel.fit(indtrain, deptrain)

print("Value of Regression Intercept is : ", regmodel.intercept\_)

print("Value of Regression Coefficient is : ", regmodel.coef\_)

print("Observed Testing Data : \n", deptest)

deppred = regmodel.predict(indtest)

print("Predicted Testing Data : \n", deppred)

print("Mean Absolute Error : ", metrics.mean\_absolute\_error(deptest, deppred))

print("Mean Squared Error : ", metrics.mean\_squared\_error(deptest, deppred))

print("ROOT MEAN SQUARED ERROR : ", np.sqrt(metrics.mean\_squared\_error(deptest, deppred)))

**OUTPUT:**

ind\_var dep\_var

0 0 1

1 1 3

2 2 2

3 3 5

4 4 7

Training Data for Independent Variable :

ind\_var

10 10

18 18

19 19

4 4

2 2

20 20

6 6

7 7

22 22

1 1

16 16

0 0

15 15

24 24

23 23

9 9

8 8

12 12

11 11

5 5

Testing Data for Independent Variable :

ind\_var

14 14

13 13

17 17

3 3

21 21

Training Data for Dependent Variable :

dep\_var

10 12

18 16

19 25

4 7

2 2

20 24

6 8

7 9

22 18

1 3

16 17

0 1

15 20

24 16

23 21

9 12

8 10

12 16

11 11

5 8

Testing Data for Dependent Variable :

dep\_var

14 14

13 15

17 19

3 5

21 23

Shape of Training Data (Independent) : (20, 1)

Shape of Testing Data (Independent) : (5, 1)

Shape of Training Data (Dependent) : (20, 1)

Shape of Testing Data (Dependent) : (5, 1)

Value of Regression Intercept is : [3.18863143]

Value of Regression Coefficient is : [[0.82856626]]

Observed Testing Data :

dep\_var

14 14

13 15

17 19

3 5

21 23

Predicted Testing Data :

[[14.78855902]

[13.95999276]

[17.27425778]

[ 5.6743302 ]

[20.58852281]]

Mean Absolute Error : 1.3280231716147717

Mean Squared Error : 2.1903140060015893

ROOT MEAN SQUARED ERROR : 1.4799709476883622